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—ntropy Explained, With Sheep

From Melting Ice Cubes to a Mystery About Time
By Aatish Bhatia

Let's start with a puzzle.

Why does this gif look totally normal...

Image: Moussa / Public Domain

...but this one look strange?
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The second gif is just the first one played in reverse. But something about it
immediately seems off. This just never happens. Ice melts on a warm day, but
a glass of water left out will never morph into neatly-stacked cubes of ice.

But here's the weird thing. Imagine you could zoom in and see the atoms and
molecules in a melting cube of ice. If you could film the motion of any particle,
and then play that film back in reverse, what you'd see would still be perfectly
consistent with the laws of physics. It wouldn't look unusual at all. The
movements of the atoms and molecules in the first gif are every bit as ‘legal’
(in the court of physical law) as those in the second gif. So why is the first gif
an everyday occurrence, while the reverse one impossible?

This isn't just about ice cubes. Imagine you dropped an egg on the floor. Every
atomic motion taking place in this messy event could have happened in
reverse. The pieces of the egg could theoretically start on the floor, hurtle
towards each other, reforming into an egg as it lifts off the ground, travel up
through the air, and arrive gently in your hand. The movement of every atom
in this time-reversed egg would still be perfectly consistent with the laws of
physics. And yet, this never happens.

The Origin of Irreversibility

So there's a deep mystery lurking behind our seemingly simple ice-melting
puzzle. At the level of microscopic particles, nature doesn't have a preference
for doing things in one direction versus doing them in reverse. The atomic
world is a two-way street.

And yet, for some reason, when we get to large collections of atoms, a one-
way street emerges for the direction in which events take place, even though
this wasn't present at the microscopic level. An arrow of time emerges.
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The atomic world is a two-way street. But when we get to large collections of atoms, a one-way street
emerges for the direction in which events take place.

Why is this?

You might've heard an explanation that goes like this: whenever you drop an
egg, or melt an ice cube, or shatter a wine glass, you've increased the entropy
of the world. You might also have heard the phrase, “entropy always increases".
In other words, things are only allowed to happen in one direction — the
direction in which entropy increases.

But this doesn’t answer the question, it just replaces it with a new set of
questions.

What is entropy, really? Why does it always keep increasing? Why don't
eggshells uncrack, or wine glasses unshatter? In this piece, my goal is to give
you the tools to answer these questions.

Going down this road leads us to some of the biggest unanswered questions
about the cosmos: how did our universe begin, how will it end, and why is our
past different from our future?

Counting Sheep

So let's get started. First, I'd like you to picture some sheep.
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Say we've got three sheep. These sheep are shuffling about in a farm, pretty
much at random. And this farm is split into three plots of lands.

There are 10 different ways that these 3 sheep can be arranged in 3 plots of
land. Try to find them all, by dragging the sheep around below.

You found 1 of 10 arrangements

Did you find all 10 arrangements? If you missed any, click here to see them all.

So why are we picturing this pastoral scene? Because we can use it to
understand the physics of solids.

When you heat a solid, you're adding energy to it. We usually think of energy
as something continuous, something that flows. But when you get down to
the atomic level, quantum mechanics teaches us that energy comes in
discrete chunks.

In the guantum picture, you can think of every atom like a tiny bucket for
energy, into which we can place any number of energy packets.

o @ [~ energy packets shuffling
" NL2W NLAN | among atoms in a solid

sheep shuffling among
plots of land in a farm

Just as the sheep wander about the plots of land in the farm, these packets of
energy randomly shuffle among the atoms in the solid. So our imaginary farm
is really a model of a solid, with energy (sheep) shuffled between atoms (plots
of land).

Back to the farm. We saw that there were 10 ways to arrange 3 sheep among
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3 plots of land. But what if, instead, there were more sheep wandering more

plots of land? How many arrangements would there be? Find out by pressing
the blue buttons below.

1

That escalated quickly.

You can see that, as you add more sheep or plots of land, the number of
possible sheep arrangements grows exponentially.

Translating back to the solid, if we increase the number of packets of energy,
or the number of atoms, the number of possible energy arrangements blows
up. For a solid with 30 packets of energy distributed among 30 atoms (think
30 sheep on 30 plots of land), there are 59 million billion different ways to
arrange the energy. And that's only 30 atoms. The solids you encounter
everyday have something like 10A24 (a million billion billion) atoms in them,
and a similar number of energy packets. The number of ways to arrange the
energy now becomes mind-bogglingly large.

Entropy Is All About Arrangements

At this point, you might be wondering what this has to do with entropy. Well,
entropy is just a fancy word for ‘number of possible arrangements’. Entropy is
a count of how many ways you can rearrange the ‘insides’ of a thing (its
microscopic internals), while keeping its ‘outwardly’ (macroscopic) state
unchanged. (Technically it's the log of the number of these arrangements, but
that's just a mathematical convenience and doesn't affect our discussion.)

So, for example, if you gave me a balloon, | could measure certain things
about the gas inside it - its pressure, volume, temperature, and so on. These
numbers record the macroscopic state of the gas. Given this handful of
numbers, there are umpteen ways in which the gas molecules might be
arranged inside the balloon. They could have different positions, and whiz
about in different directions, with different speeds. So there's a massive
number of internal, microscopic arrangements (in this case, the positions and
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